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Introduction 

Inventories of forests are essential for managing and protecting these natural resources. Models 
to determine carbon cycling, global warming, etc. also depend on accurate and efficient mapping 
of forested areas. This paper explores different classification methods of multi- and hyperspectral 
data as a supplement to traditional forest inventories. Results were evaluated towards accuracy, 
efficiency and costs.  
 
The success of a classification depends on the land cover and the remotely sensed data type, but 
also on the classification method (Kenk et al. 1988), season (Wolter et al. 1995, Schriever and 
Congalton 1995), and to a large extend on the reference data (Congalton 1991). In this project we 
tested the importance of seasonality and the relatively new method of Decision Tree 
classification on TM and AVIRIS data. As a general guide for preprocessing AVIRIS data we 
published a white paper on the web at: http://aviris.de.vu In order to increase the number of 
training sites needed for best decision tree performance, we developed a unique approach to 
extend the usefulness of the available reference dataset.  
 
Objectives 

The main objective was to generate a land cover map of the northern Black Hills, SD. Along 
with this main goal we pursued the following questions: 1. How well does the new classification 
technique Decision Tree perform in comparison to other techniques? 2. What role does 
seasonality play? 3. Can TM data that combines two seasons overcome the drawbacks of 
multispectral data and provide similar accuracies as single-season hyperspectral data? 
 
Methods 

Study Site 

The study site lays in the northern Black Hills, SD. The ‘black’ appearance of the Hills results 
from dense stands of forest vegetation, particularly ponderosa pine (Pinus ponderosa).  This 
conifer covers approximately 84% of the Black Hills and comprises 95% of the forested area 
(Bennett 1984). Other trees in the study area include, white spruce, aspen and birch. Aspen and 
birch usually occur as a species association and, like white spruce, form medium to dense stands.  
 
Reference Data Acquisition 

Reference (training and test) data of high quality and quantity is the foundation for a successful 
and robust classification (Congalton 1991).  Especially for the classification of AVIRIS imagery 
it is important to have a sufficient number of training and test data due to the so-called 
dimensionality problem: A large number of bands can decrease the accuracy without sufficient 



 

 

training data (Swain and Hauska 1977).  We sampled species and crown cover of more than 200 
plots. 30-m diameter plots were laid out with a range fork and a timber cruise prism following 
the techniques described in Korhonen (1979), White and Lewis (1982) and Mannel et al. (in 
progress). With a sighting tube we measured crown cover (as an indicator for density) and 
species (Ganey and Block 1994, Cook et al. 1995).  
 
Using GIS we overlaid the field data on top of aerial Digital Ortho Quads (DOQ). On the DOQs, 
we identified the land cover type boundaries depicted by a field-sampled plot and picked 
additional points in this area. These points were labeled based on the original field plot. This 
procedure led to a reference data set of more than 3000 points (Figure 1).   
 

 
Figure 1. Additional reference points based on ground data collection and DOQ. To avoid 
autocorrelation, the entire cluster is either training or test data. 
 
Densities of aspen and white spruce were combined because open white spruce and open aspen 
were rare (only two field plots). Mixed areas were also eliminated because mixed stands were 
rare and of small size, so that only an insufficient number of reference data could be generated. 
Furthermore, the database currently employed by the Forest Service does not include mixed 
classes. The final reference data set contained the following classes: open pine, medium pine, 
dense pine, meadow, aspen, white spruce, water and non-vegetated areas.  
 
TM /AVIRIS  

The high-altitude AVIRIS flight took place in the summer of 2000. The 7 flight lines resulted in 
30 scenes. We geo-registered all scenes into the UTM Zone 13 map projection based on DOQs.  
We employed ACORN to correct for atmospheric absorption. As a general guide on processing 
AVIRIS data we published a white paper on the web at: http://aviris.de.vu. This guide explains 
how to prepare AVIRIS data and provides steps for atmospheric correction with ACORN and 
georeferencing.  A good source of information is also the ACORN tutorial (Analytical Imaging 
and Geophysics, LLC 2001) and ENVI manual (Research Systems, Inc. 2001).  
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We utilized the solar bands of two Landsat TM5 images from May 5, 1998 (early spring, leaves 
not yet fully developed) and September 24, 1998 (early fall, “leaves on”). The images were 
georegistered into the UTM Zone 13 map projection using a 1:24,000 vector layer and 50 ground 
control points for each images. Each image was dark corrected to reduce atmospheric scatter 
effects.  We built a "hybrid ratio composite" by adding the Normalized Difference Vegetation 
Index (NDVI) to the solar bands (Lillesand and Kiefer 1994).  Both seasons were classified 
separately and as a multidate scene to test the influence of seasonality.  
 
Decision Tree 

Decision Trees for remote sensing applications were already evaluated in the 1970s (Swain and 
Hauska 1977). Yet, only in recent years did this method gradually emerge from business 
applications into natural science and provided successful land cover classifications (Hansen et al. 
1996, Brodley et al. 1999, Lawrence and Wright 2001, Vogelmann et al. 2001). A decision tree 
is a representation of branches and nodes. Each node is connected to a set of possible answers 
that split the cases into subsets corresponding to different test results (Figure 2). Decision trees 
have similarities to other machine learning approaches. They use recursive partitioning 
algorithms to derive classification rules from training samples, which is often referred to as data 
mining (Read 2000). One of the strengths of decision trees is the flexibility in handling large 
datasets (De’ath and Fabricius 2000), making this approach interesting for hyperspectral data. 
For this study we employed the decision tree program “See5” distributed by RuleQuest (Quinlan 
2002). 

Figure 2. Example of a sub-decision tree that utilizes spring Landsat TM5 data. The tree was 
trained on reference data based on the summer 2000 survey. 
 
Besides decision trees we tested Maximum Likelihood Classification on TM data and Spectral 
Angle Mapper (SAM) on AVIRIS data.  In the case of SAM, aspen was largely overestimated 
and this technique was not further investigated. Mixture Tuned Matched Filtering (MTMF) is 
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commonly applied when classifying AVIRIS data.  MTMF requires a minimum noise fraction 
(MNF) transformed input file (Research Systems, Inc. 2001). The MNF is area-specific, i.e. it 
needs to be applied to the entire study area, because it gives different results for different scenes. 
However, this approach quickly becomes intractable when applied over a large area.  Our 
available computer power did not permit us to combine the 20 AVIRIS scenes covering the 
major part of our study area. Thus MTMF was not applied in this study.  
 
Results 

Decision tree classification was successfully applied to both TM and AVIRIS data.  The overall 
accuracy of the AVIRIS classification was 82%, and the accuracy of the multi-date TM 
classification was 86%. AVIRIS was superior to TM in detecting aspen (>90%), but had 
difficulty separating the different densities of pine (<70% accuracy for medium and dense pine).   
See Table 1. 
 
Seasonality was decisive. When classifying TM data using decision trees we found that early 
spring, before leaves were fully developed, gave about 5% better results than using early fall 
(“leaf on” before senescence set in). However, best results were achieved when combining 
spring and fall (86% overall accuracy). Decision tree classification of multi-date TM data was 
superior for non-vegetated bare areas and meadow. Maximum Likelihood Classification of the 
multi-date TM gave better results for separating densities of pine, but had problems with white 
spruce and non-vegetated bare areas.  
 

Table 1. Comparison of different classification methods and datasets 

Land cover 
type 

Decision tree 
AVIRIS 

Decision tree multi-
date TM 

Maximum-likelihood 
multi-date TM 

Water ♦♦♦ ♦♦♦ ♦♦♦ 
Aspen ♦♦♦ - ♦♦ 

Pine open ♦♦♦ ♦ ♦♦♦ 
Pine medium - (confusion med/dens) ♦♦ ♦♦♦ 

Pine dense - (confusion med/dens) ♦♦♦ ♦ 
Spruce ♦♦ ♦♦ ♦ 

Non-vegetated ♦♦ ♦♦♦ ♦ 
Meadow ♦♦ ♦♦♦ ♦♦ 

 
 
 
 
 
 
 
Both Maximum Likelihood and Decision Tree Classification were easily implemented. 
Classifications based on Decision Trees were more robust than Maximum Likelihood, because 
the user and producer accuracy were numerically closer, which is considered a sign of robustness 
(Congalton 1991).   
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Discussion/Conclusion 

The classification technique Decision Tree was easy to implement, efficient and accurate. 
However, the use of AVIRIS did not offer significant advantages over TM in this particular 
application.  The overall accuracy achieved was similar for both data types.  Multiple-season 
imagery, easily available with TM but less practical for AVIRIS, helped offset the higher 
spectral resolution of AVIRIS in the classification.  It is possible that AVIRIS might have done 
better if the data were collected in late spring or early fall.  According to Schriever and 
Congalton (1995), summer is not the best season for a forest classification.  Other studies 
confirm that times when leaves are either senescent or not fully developed are best for forest 
classification.  However, the time and computer processing required to classify large areas of 
AVIRIS proved a significant disadvantage for applications covering many AVIRIS scenes. 
Atmospheric correction and georeferencing was time and computer intensive—it took about 10 
hours of operator time and three CDs (2GB) to prepare one scene for the actual classification; 
and 20 scenes were used for a total processing time of 200 hours.  Moreover, the area classified 
constituted only a third of the entire forest.  For classification work over large areas, AVIRIS 
does not appear to provide sufficient improvement in results over multi-date TM that would 
justify the amount of work and cost required.  Unfortunately, the usual procedure of reducing the 
data dimensionality through a MNF transform cannot be applied, because the MNF must be 
performed on all the scenes simultaneously.  This procedure quickly becomes intractable for 
more than a few scenes.  The development of an algorithm to perform an MNF on a collection of 
individual scenes, rather than on a single scene, would greatly benefit the application of AVIRIS 
over larger areas.   
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